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Abstract

Let $p = ef + 1$ be an odd prime for some $e$ and $f$. In this paper, $e$-th residue sequences of period $p$ and their defining pairs are defined, and the problem of determining their trace representations is reduced to that of determining their defining pairs, and the latter is further reduced to that of evaluating the values of some $e$-tuples which are associated with $e$-th residue classes, and some properties of those $e$-tuples are discussed. Finally, trace representations and linear complexities of the binary characteristic sequences of all the $e$-th residue cyclic difference sets modulo $p$ with $e \leq 12$ and some other $e$-th residue sequences are determined, based on the theory developed in this paper, and some open problems are proposed.
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1 Introduction

Let $p$ be an odd prime and $F_p^* = F_p \setminus \{0\}$ be the cyclic multiplicative group mod $p$. In this paper, we will investigate mainly the characteristic sequences of cyclic difference sets which are some unions of cosets of the $e$-th powers in $F_p^*$. These are called $e$-th residue cyclic difference sets [1][2]. Existence and constructions for $e$-th residue cyclic difference sets are well summarized in [1][2]. The characteristic sequences of $e$-th residue cyclic difference sets are also called “cyclotomic sequences” due to their close relation with cyclotomic classes and/or cyclotomic numbers [3][5][6].

Quadratic residue difference set sequences (also called as Legendre sequences) is perhaps the most well-known class of $e$-th residue sequences. Its linear complexity has been determined earlier in [26] and [21], later independently in [4]. Trace representation of these sequences of period $p$ which are Mersenne prime was determined in [20], and its full generalization in [16]. Some generalization
of Legendre sequences was given in [6] that gives some constructions for balanced binary sequence pairs with desirable cryptographic properties, including their linear complexity.

Trace representation and linear complexity of Hall’s sextic residue difference set sequences of period $p$ which are Mersenne prime have been determined in [18]. It is well known that there are only three such primes, namely, 31, 127, and 131071. Numerical computation was enough to check the trace representation of these three cases in [18]. Linear complexity of these sequences in general has been determined in [15]. It is a recent result that trace representation of these sequences of period $p \equiv 7 \pmod{8}$ is determined [17], leaving the case where $p \equiv 3 \pmod{8}$ open.

In this paper, trace representations and linear complexities of the binary characteristic sequences of all the $e$-th residue cyclic difference sets modulo $p$ with $e \leq 12$ are determined. So are those of some other $e$-th residue sequences. Some of the results in this paper can be found elsewhere, due to partial overlap with others. For example, the results on Legendre sequences are simply a re-discovery based on the theory developed in this paper, and can be found in many earlier papers.

## 2 $e$-th residue sequences and their trace representations

At first, we make some notations for this paper. We fix a pair $(p, e)$, where $p$ is an odd prime, and $e$ is a factor of $p - 1$, i.e., $p = ef + 1$ for some number $f$. We let $F_p^* = F_p \setminus \{0\}$ be the cyclic multiplicative group mod $p$, and let $H_e = \{x^e \mid x \in F_p^*\}$, which is a subgroup of $F_p^*$ made of all the $e$-th powers in $F_p^*$. We let $\alpha$ be a primitive $p$-th root of unity, and let $<\alpha> = \langle\alpha\rangle \setminus \{1\}$, where $<\alpha>$ denotes the group generated by $\alpha$. We let $u$ be the order of 2 mod $p$, and let $e = (p - 1)/u$. We call $d \triangleq \gcd(e, d)$ the $d$-parameter corresponding to the chosen pair $(p, e)$, and let $e_1 = e/d$, and $e_1 = e/d$. We know

$$ef = p - 1 = cu, \quad (p - 1)/d = e_1f = e_1n, \quad (e_1, e_1) = 1. \quad (1)$$

We denote by $LC(s)$ the linear complexity of a binary sequence $s$, and denote by $w_H(\rho)$ the Hamming weight of a tuple $\rho$ over $\mathcal{F}$, here $\mathcal{F}$ is the algebraic closure of the binary field $\mathbb{F}_2$. We also let $\delta(x)$ be 1 or 0 according to whether the integer $x$ is odd or even, respectively.

**Definition 1** Let $s = \{s(t) \mid t \geq 0\}$ be a binary sequence of period $p = ef + 1$. Then, we say $s$ is an $e$-th residue sequence if $s(t)$ is constant on each of the cosets $kH_e = \{kx \mid x \in H_e\}$ of $H_e$ in $F_p^*$, that is, if $s(t_1) = s(t_2)$ whenever $t_1H_e = t_2H_e$.

For example, given any coset $kH_e$, let $b_{kH_e} = \{b(t) \mid t \geq 0\}$, where $b(t) = 1$ for $t \in kH_e$ and $b(t) = 0$ otherwise, then $b_{kH_e}$ is an $e$-th residue sequence. And two more examples: let $1 = \{b(t) \mid t \geq 0\}$, where $b(t) = 1$ for all $t$; and let $b_1 = \{b(t) \mid t \geq 0\}$, where $b(t) = 1$ if $t = 0 \pmod{p}$ and $b(t) = 0$ otherwise, then these two are also $e$-th residue sequences.

We will denote the sequence $b_{kH_e}$ simply by $b_k$ with $k \in F_p^*$. It is clear there are only $e$ distinct sequences in the set $\{b_k \mid k \in F_p^*\}$, and they can be represented by $b_{\nu i}$, for $0 \leq i < e$, where $a$ is any given generator of the group $F_p^*$. It is clear that $b_1 = b_{\nu \rho}$ for any $\nu$, and that

$$1 = b_a + \sum_{0 \leq i < e} b_{\nu i}.$$  

The generating polynomial of each coset $kH_e$ is important in expressing the trace representations of $e$-th residue sequences, it is defined as

$$c_{kH_e}(x) = \sum_{i \in kH_e} x^i \pmod{x^p - 1}, \quad (2)$$
which will also be denoted simply by $c_k(x)$ where $k \in \mathbb{F}_p^*$. 

**Definition 2** Given a binary sequence $s = \{s(t)|t \geq 0\}$ of period $p$, we say $(g(x), \beta)$ form a defining pair of $s$ if $s(t) = g(\beta^t)$ for $t = 0, 1, 2, \ldots$, where $g(x)$ is a polynomial modulo $x^p - 1$ over $\mathbb{F}$ and $\beta \in \langle \alpha \rangle^*$. We call $g(x)$ the defining polynomial of $s$, and $\beta$ the corresponding defining element. 

**Theorem 3** Let $p = ef + 1$.

1. Let $\mathcal{L}$ be the set of all $\epsilon$-th residue sequences of period $p$. Then $\mathcal{L}$ is a vector space over $F_2$ of dimension $1 + \epsilon$, and $\{b_n|0 \leq i < \epsilon\} \cup \{1\}$ is a basis of $\mathcal{L}$ over $F_2$, where $a$ is any given generator of $F_p^*$; i.e., any $\epsilon$-th residue sequence in $\mathcal{L}$ can be expressed uniquely in the form of
   
   $$s_{a^\epsilon} = a_{s} + \sum_{0 \leq i < \epsilon} a_i b_{n^i},$$

   for some binary $(1 + \epsilon)$-tuple $a^\epsilon = (a_s, a)$, $a = (a_0, a_1, \ldots, a_{\epsilon}, \ldots, a_{s-1})$.

2. Keep the notations in the above item, and let $\beta \in \langle \alpha \rangle^*$. Corresponding to $a^\epsilon$ and $\beta$, define
   
   $$\rho_s = a_{s} + \sum_{0 \leq k < \epsilon} a_k,$$
   $$\rho_j = \sum_{0 \leq k < \epsilon} a_k e_{\alpha^{k+j}}(\beta)$$

   and define
   
   $$g(x) = \rho_s + \sum_{0 \leq j < \epsilon} \rho_j e_j(x).$$

   Then $(g(x), \beta)$ is a defining pair of $s_{a^\epsilon}$.

3. Keep the notations in the above items. Then $LC(s_{a^\epsilon}) = \delta(\rho_s) + w_H(\rho) f$, where
   
   $$\rho = (\rho_0, \rho_1, \ldots, \rho_{\epsilon}, \ldots, \rho_{s-1}).$$

4. Keep the notations in the above items. Let $s_{a^\epsilon} = \{s(t)|t \geq 0\}$. With the knowledge of the defining pair of $s_{a^\epsilon}$ as shown in (4), its a trace representation can be obtained immediately as follows:
   
   $$s(t) = \rho_s + \sum_{0 \leq i < \epsilon} \text{Tr}_1^n \left( \rho_i \sum_{0 \leq j < \epsilon} \beta^{\alpha^t} \right), \quad \forall t,$$

   where $\text{Tr}_1^n(x) = \sum_{0 \leq i < \epsilon} x^{2^i}$ is the trace of $x$ from $F_{2^n}$ to $F_2$ [19].

**Theorem 4** Let $p = ef + 1$, and let $d$ be the $d$-parameter corresponding to the chosen $(p, \epsilon)$. Keep the notation in Theorem 3.

1. The linear complexity of any $\epsilon$-th residue sequence of period $p$ must be of the form $\varepsilon + k e_1 f$ for some $k \in \{0, 1, 2, \ldots, d\}$ and $\varepsilon \in \{0, 1\}$. Moreover, denote by $N_{\varepsilon + k e_1 f}$ the total number of the $\epsilon$-th residue sequences of period $p$ with the linear complexity being equal to $\varepsilon + k e_1 f$. Then
   
   $$N_{\varepsilon + k e_1 f} = \binom{d}{k} (2^e - 1)^k.$$
2. In the case when $d = 1$, we have $N_{d-1} = N_d = 2^e - 1$, and $N_0 = N_1 = 1$; moreover, let $s_{a^*}$ be the sequence as given in (3), then

$$LC(s_{a^*}) = \begin{cases} 
  p - 1 + \delta(a_\ast + f w_H(a)) & \text{if } a \neq (0, 0, \ldots, 0), \\
  1 & \text{if } a = (0, 0, \ldots, 0), a_\ast = 1, \\
  0 & \text{otherwise.}
\end{cases}$$

3. $\varepsilon$-tuples

Based on Theorem 3, one can find explicitly trace representations of $\varepsilon$-th residue sequences of period $p = \varepsilon f + 1$, once an $\varepsilon$-tuple of the form

$$c_u(\beta) = (c_{u\varepsilon}(\beta), c_{u\varepsilon^2}(\beta), \ldots, c_{u\varepsilon^e}(\beta))$$

is evaluated for some $u$ which is a generator of the group $F_p^\ast$ and $\beta \in < \alpha >^\ast$, where $c_{u\varepsilon}(\beta)$ is the value of $c_{u\varepsilon}(x)$ at $x = \beta$. In order to evaluate each component of these $\varepsilon$-tuples, we need to study their properties. We consider the set $\mathcal{C}$ of the $\varepsilon$-tuples $c_u(\beta)$ over all possible generators $u$ of $F_p^\ast$ and all $\beta \in < \alpha >^\ast$. That is,

$$\mathcal{C} = \{ c_u(\beta) \mid u \in F_p^\ast, \beta \in < \alpha >^\ast \}.$$  

Let $\Omega$ be the set of all possible $\varepsilon$-tuples over $F_p^\ast$. It is known that $\mathcal{C} \subseteq \Omega$. Define $L$ to be the cyclically left-shift-by-1 operator, and $D_\lambda$ for $1 \leq \lambda < \varepsilon$ and $(\lambda, \varepsilon) = 1$ to be the $\lambda$-decimation operator over $\Omega$ given as

$$Lx = (x_1, x_2, \ldots, x_{\varepsilon-1}, x_0), \forall x = (x_0, x_1, \ldots, x_{\varepsilon-1}) \in \Omega,$$

$$D_\lambda x = (x_0, x_\lambda, x_{2\lambda}, \ldots, x_{(\varepsilon-1)\lambda}), \forall x = (x_0, x_1, \ldots, x_{\varepsilon-1}) \in \Omega.$$ 

Let $G = \{ L, D_\lambda \mid \text{gcd}(\lambda, \varepsilon) = 1, 0 < \lambda < \varepsilon \}$ be the group generated by $L$ and those $D_\lambda$. It is well-known that for any $i$ and $\lambda$ with $(\lambda, \varepsilon) = 1$, there exists $j$ such that $D_\lambda L^i = L^j D_\lambda [27]$. We say two elements $x$ and $y$ in $\Omega$ are equivalent under the group $G$ (in short, $G$-equivalent) if there exists $\sigma \in G$ such that $\sigma(x) = y$, which will be denoted by $x \sim y$. This implies that the set $\mathcal{C}$ in (7) is an equivalent class under the group $G$.

Theorem 5 Let $\varepsilon = (c_0, c_1, \cdots, c_{\varepsilon-1}) \in \mathcal{C}$, then

1. $c_i \in F_{\varepsilon^i}$ for all $i$.

2. $\varepsilon$ has $\lambda$-conjugate property for some integer $\lambda$ which is coprime to $\varepsilon$ in the sense that

   $$c_{i+\lambda} = c_i^{\lambda j} \quad \forall 0 \leq i < \varepsilon, 0 \leq j < \varepsilon.$$ 

   Moreover, if $\varepsilon$ has the $\lambda$-conjugate property, then $D_{\nu \lambda}(\varepsilon)$ has the $1$-conjugate property, where $
u \lambda = 1 \quad (\text{mod } \varepsilon)$.

3. Let $C = (c_{i,j})$ be the square matrix of size $\varepsilon$ associated with the tuple $\varepsilon$, where $c_{i,j} = c_{i+j}$, $0 \leq i, j < \varepsilon$, and the index $i + j$ are computed mod $\varepsilon$. Then $C$ is invertible. As a consequence, the $\varepsilon$-tuple $\varepsilon$ has no smaller "period" than $\varepsilon$. Let $\epsilon_i = Tr_{\varepsilon^i}^{\varepsilon}(c_i) = \sum_{0 \leq j < \varepsilon} c_i^{\lambda j}$, then

   a) $\epsilon_i = \sum_{0 \leq j < \epsilon_i} c_{i+\lambda j}$ for all $i$, and hence $\epsilon_{i+\lambda j} = \epsilon_i$, for all $0 \leq i < d, 0 \leq j < \varepsilon_i$. 

4
(b) \( \sum_{0 \leq k < d} e_k = 1 \),

e In case when \( d > 1 \), there exists at least one \( k \) in the range \( 0 \leq k < d \) such that \( e_k = 0 \).

4. For all \( i = 0, 1, \ldots, e - 1 \),

\[
\sum_{0 \leq j < e} e_j c_{j+i} = \begin{cases} 
\frac{f}{2} & \text{if } i \equiv \frac{e(\bar{f})}{2} \pmod{e} \\
\frac{f}{2} + 1 & \pmod{2} \end{cases} 
\]

where the subscripts \( j + i \) are computed \( \pmod{e} \).

5. In the case when \( d = 1 \), which is the \( d \)-parameter corresponding to the chosen \((p, e)\), the \( e \)-tuple \( c \) is \( G \)-equivalent to an \( e \)-tuple of the form of \( \bar{\theta} = (\theta, \theta^2, \ldots, \theta^{2^{e-1}}) \) for some \( \theta \), where \( \theta \) is a root of an irreducible polynomial \( p(x) \) of degree \( e_1 \) over \( F_2 \), and \( T_{\bar{\theta}}(\theta) = 1 \).

Let \( p = \epsilon f + 1 \), and let \( d \) be the \( d \)-parameter corresponding to the chosen pair \((p, e)\) and \( e_1 = \epsilon/d \). For any given generator \( u \) of \( F^*_p \), let

\[ P_u \triangleq \{ \rho \ast + g_{\bar{\rho} u} (x) \mid \rho_0 \in F_2, \rho = (\theta_0, \theta_1, \ldots, \theta_{d-1}), \theta_i \in F_{2^e} \}, \]

where

\[ g_{\bar{\rho} u}(x) = \sum_{0 \leq i < d} \sum_{0 \leq j < e_1} \rho_i^j c_{\epsilon i}(x)^{2^j}. \]

Then, for any given \( \beta \in \langle \alpha \rangle^* \), \((g(x), \beta)\) is a defining pair of an \( e \)-th residue sequence of period \( p \) if and only if \( g(x) \in P_u \). As a consequence, \( P_u = P_v \) for any generators \( u \) and \( v \) of \( F^*_p \).

4 Applications

Based on the theory developed above, we may determine \( e \)-tuples \( c_u(\beta) \) for some \((p, e)\) with \( e = 2, 4, 6, 8, 10 \), and then defining pairs and trace representations of the characteristic sequences of some well-known \( e \)-th residue cyclic different sets modulo \( p \) can be determined based on these values.

Linear complexity and trace representation of Legendre sequence [25][1] of period \( p \) has been discussed in [25][21][20][4][3][6][16], which can also be obtained from the item 2(b) of the following Theorem together with the item 4 of Theorem 3.

Let \( p = 2f + 1 \) be an odd prime and \( u \) be a generator of \( F^*_p \). Then, \( F^*_p = \{ 0 \} \cup H_2 \cup uH_2 \), where \( H_2 \) is the set of quadratic residues \( \pmod{p} \) and \( uH_2 = F^*_p \setminus H_2 \) is the set of quadratic non-residues \( \pmod{p} \). Let \( s = \{ s(t) \mid t \geq 0 \} \) be the Legendre sequence of period \( p \) defined by the following:

\[ s(t) = \begin{cases} 
0 & \text{if } t \in H_2 \\
1 & \text{otherwise}. 
\end{cases} \]

The item 1 of Theorem 3 implies that

\[ s = 1 + b_{u^0}, \]

where \( 1 \) is the all-1 sequence. Note that \( a^* = (a_s, a_0, a_1) = (1, 1, 0) \). Therefore, from the item 3 of Theorem 3, \( s \) has a defining pair \((g(x), \beta)\) where

\[ g(x) = \rho_s + \rho_0 c_{u^0}(x) + \rho_1 c_{u^1}(x), \]

where

\[ \rho_s = 1 + f, \quad \rho_j = c_{\bar{\epsilon} u^j}(\beta), \quad j = 0, 1. \]

Now, we need to determine the value of \( c_u(\beta) = (c_{u^0}(\beta), c_{u^1}(\beta)) \triangleq (c_0, c_1) \). We need the following:
Lemma 6 Keep the notations so far. Then, the parameter \( d \) is the maximum integer that divides \( e \) and that \( x^d = 2 \) has a solution in \( F_p \).

Now, we distinguish two cases where \( 2 \in H_2 \) or \( 2 \notin H_2 \).

Case 1 \((2 \in H_2)\): According to the quadratic reciprocity theorem, \( 2 \in H_2 \) if and only if \( p \equiv 1, 7 \) \( (\text{mod } 8) \), which are equivalent to \( f \equiv 0, 3 \) \( (\text{mod } 4) \), respectively. This implies \( d = 2 \) from Lemma 6, and hence, \( c_1 = 2/d = 1 \). It implies that \( c_i \in F_2 \) for \( i = 0, 1 \). Therefore, from the item 3 of Theorem 5, \((c_0, c_1) = (c_0, c_1) = (1, 0) \) or \((0, 1)\) according to the choice of \( u \) and \( \beta \). That is, \( \mathcal{C} = \{(1, 0), (0, 1)\} \).

Case 2 \((2 \notin H_2)\): This case corresponds to \( p \equiv 3, 5 \) \( (\text{mod } 8) \), which are equivalent to \( f \equiv 1, 2 \) \( (\text{mod } 4) \), respectively. We have \( d = (2, e) = 1 \), and \( c_1 = 2/d = 2 \), and hence, \( F_2 \subset F_4 = F_{2^e} \subset F_{2^e}, \) and \( c_i \in F_4 = \{0, 1, \omega, \omega^2\} \) for \( i = 0, 1 \), where \( \omega \) is a primitive 3-rd root of unity.

From Theorem 5, the fact that \( d = 1 \) implies \( c_0 = 1 = c_0 + c_1 \). Therefore, \( c_i \in F_4 \setminus F_2 \) for \( i = 0, 1 \), and we have \( \mathcal{C} = \{\omega, \omega^2, (\omega^2, \omega)\} \).

In conclusion, we may choose \( \beta \in \langle \alpha \rangle \) such that for any given generator \( u \) of \( F_p^* \), we have

\[
(c_u, \beta) = \begin{cases} 
(1, 0) & \text{ if } p = 1 \pmod{8} \\
(0, 1) & \text{ if } p = 7 \pmod{8} \\
(w^2, w) & \text{ if } p = 3 \pmod{8} \\
(w, w^2) & \text{ if } p = 5 \pmod{8},
\end{cases}
\]

where \( \omega \in F_4 \) is a primitive 3-rd root of unity. With \( \beta \) and \( \omega \) chosen as in the above, \((g(x), \beta)\) is a defining pair of \( s \), where

\[
g(x) = \frac{p+1}{2} + \begin{cases} 
c_u(x) & \text{ if } p = \pm 1 \pmod{8} \\
w c_u(x) + w^2 c_u(x) & \text{ if } p = \pm 3 \pmod{8}.
\end{cases}
\]

The linear complexity of \( s \) is given as

\[
LC(s) = \delta \left( \frac{p+1}{2} \right) + \begin{cases} 
\frac{p-1}{2} & \text{ if } p = \pm 1 \pmod{8} \\
p-1 & \text{ if } p = \pm 3 \pmod{8}.
\end{cases}
\]

Trace representation and linear complexity of Hall’s sextic residue difference set sequences [25][1] of period \( p \) have been discussed in [18][15][17] (except the trace representation for the case \( p \equiv 3 \pmod{8} \)), which can be obtained from the item 2(b) of the following Theorem together with the item 4 of Theorem 3, including the unsolved case \( p \equiv 3 \pmod{8} \).

Theorem 7 Let \( p = ef + 1 \) be a prime with \( e = 6 \) and \( f \) odd. Let \( d \) be the \( d \)-parameter corresponding to the chosen \((p, 6)\). Then

1. (Sextic residue sequences in general) There exist a generator \( u \) of \( F_p^* \) and \( \beta \in \langle \alpha \rangle \) such that

\[
c_u(\beta) = \begin{cases} 
(0, 1, 1, 0, 1, 0) & \text{ if } d = 6, \\
(1, 0, w, 1, 0, w^2) & \text{ if } d = 3, \\
(\gamma, \gamma^2, \gamma^4, \gamma^6) & \text{ if } d = 2, \\
(\theta, \theta^2, \theta^3, \theta^4, \theta^5, \theta^6) & \text{ if } d = 1,
\end{cases}
\]

where \( w \) is a root of \( x^2 + x + 1 \), \( \gamma = \text{ a root of } x^3 + x + 1 \), and \( \theta = \rho \) or \( \theta = \rho + 1 \) where \( \rho \) is a root of \( x^5 + x^5 + 1 \) (and hence, \( \rho + 1 \) is a root of \( x^6 + x^5 + x^2 + x + 1 \)).
2. (Hall's sextic residue sequences) In the case when \( p = 6f + 1 = 4z^2 + 27 \) for some integer \( z \), let \( s \) be the Hall's sextic residue sequence of period \( p \) which is defined as the characteristic sequence of the Hall's sextic residue different set \([10]\) \( D = H_6 \cup u^3 H_6 \cup u^t H_6 \), where \( u^t H_6 \) is the coset containing \( 3 \). Then 

(a) There exists a generator \( u \) of \( F_p^* \) and \( \beta \in \alpha >^* \) such that 
\[
c_u(\beta) = \begin{cases} 
(0, 1, 1, 0, 1, 0) & \text{if } p = 7 \pmod{8} \\
(1, 0, w, 1, 0, w^2) & \text{if } p = 3 \pmod{8}
\end{cases}
\]

(b) With the choice of \( u \) and \( \beta \) as in the above item, \( (g(x), \beta) \) is a defining pair of \( s \), where
\[
g(x) = \begin{cases} 
 c_\rho(x) & \text{if } p = 7 \pmod{8} \\
w c_\rho(x) + w^2 c_\rho(x) + \sum_{i=1,2,4,5} c_{\rho^i}(x) & \text{if } p = 3 \pmod{8}
\end{cases}
\]

(c) The linear complexity of \( s \) is given as 
\[
LC(s) = \begin{cases} 
\frac{p-1}{p-1} & \text{if } p = 7 \pmod{8} \\
\frac{p-1}{p-1} & \text{if } p = 3 \pmod{8}.
\end{cases}
\]

\[\blacksquare\]

**Theorem 8** Let \( p = ef + 1 \) with \( e = 4 \) and \( f \) odd. Then 

1. There exists a generator \( u \) of \( F_p^* \) with \( 2 \in uH_4 \) and \( \beta \in \alpha >^* \), such that \( c_{\rho^i}(\beta) = (\theta, \theta^2, \theta^4, \theta^8) \), where \( \theta = \rho \) or \( \rho + 1 \), and \( \rho \) is a root of the polynomial \( x^4 + x^3 + 1 \) and is a primitive 15-th root of unity, and hence, \( \rho + 1 \) is a root of the polynomial \( \sum_{0 \leq i \leq 4} x^i \) and is a primitive 5-th root of unity.

2. In case when \( p = 4f + 1 = 1 + 4z^2 \) for some integer \( z \) (for this case, it is known [25][1][2] that \( H_4 \) is a \((p, (p - 1)/4, (p - 5)/16)\)-cyclic difference set \( \pmod{p} \), let \( s \) be the characteristic sequence of \( H_4 \). Then \( s = 1 + u \rho^0 \), and it has a defining pair \( (g(x), \beta) \), where
\[
g(x) = \sum_{0 \leq i \leq 4} \theta^{2^i} c_{\rho^i}(x),
\]

and \( \theta \) is described as in the item 1 above. As a consequence, \( LC(s) = p - 1 \).

3. In case when \( p = 9 + 4z^2 \) for some integer \( z \) (for this case, it is known [25][1][2] that \( H_4 \cup \{0\} \) is a \((p, (p + 3)/4, (p + 3)/16)\)-cyclic difference set \( \pmod{p} \), let \( s \) be the characteristic sequence of the difference set \( H_4 \cup \{0\} \). Then \( s = 1 + u + u \rho^0 \), and it has a defining pair \( (g(x), \beta) \), where
\[
g(x) = 1 + \sum_{0 \leq i \leq 4} (\theta^{2^i} + 1) c_{\rho^i}(x),
\]

and \( \theta \) is described as in the item 1 above. As a consequence, \( LC(s) = p \). 

\[\blacksquare\]

**Theorem 9** Let \( p = ef + 1 \) with \( e = 8 \) and \( f \) odd, and assume \( d = 8 \), where \( d \) is the \( d \)-parameter corresponding to \( (p, e) \). Then 

1. There exist \( u \) and \( \beta \in \alpha >^* \) such that \( c_u(\beta) = (c_0, c_1, \cdots, c_7) \), where 
\[
(c_0, c_1, \cdots, c_7) = (1, 1, 0, 1, 0, 0, 0, 0), \text{ or its complement } (0, 0, 1, 0, 1, 1, 1, 1) .
\]
2. In the case when \( p = 1 + 8z^2 = 9 + 64y^2 \) for some odd integers \( z \) and \( y \) (for this case, it is known \([25][1][2]\) that \( H_s \) is a \((p, (p-1)/8, (p-7)/64)\)-cyclic difference set \( \text{mod} \ p \)), let \( s \) be the characteristic sequence of \( H_s \). Then \( s = 1 + b_{s, \rho} \), and it has a defining pair \((g(x), \beta)\), where

\[
g(x) = \sum_{0 \leq i < 8} c_{4+i} c_{\rho^i}(x),
\]

the indexes \( 4+i \) is modulo 8, and \( c_{i} \) is described as in the item 1 above.

3. In the case when \( p = 49 + 8z^2 = 441 + 64y^2 \) for some odd integers \( z \) and \( y \) (for this case, it is known \([25][1][2]\) that \( D = H_s \cup \{0\} \) is a \((p, (p+7)/8, (p+7)/64)\)-cyclic difference set \( \text{mod} \ p \)), let \( s \) be the characteristic sequence of \( D = H_s \cup \{0\} \). Then \( s = 1 + b_s + b_{s, \rho} \), and it has a defining pair \((g(x), \beta)\), where

\[
g(x) = 1 + \sum_{0 \leq i < 8} (c_{4+i} + 1)c_{\rho^i}(x),
\]

the subscript \( 4+i \) is computed \( \text{mod} \ 8 \), and \( c_{i} \) is described as in the item 1 above. \( \blacksquare \)

**Theorem 10** Let \( p = 31, \ e = 10, \) and let \( s \) be the characteristic sequence of the cyclic difference set \( D = H_{10} \cup 11 H_{10} \) \( = \{i \ (\text{mod} \ 31) \mid i = 1, 5, 11, 24, 25, 27\} \). Let \( \beta \) be a root of the polynomial \( x^5 + x^3 + 1 \). Then

1. \( c_{1}(\beta) = (c_0, c_1, \cdots, c_5) \) , where \( c_{2j} = \beta^{-7 \cdot 2^j}, \ \ c_{2j+1} = \beta^{-2^j}, \ 0 \leq j < 5 \).
2. \( s = 1 + b_1 + b_{11} \).
3. Let

\[
g(x) = 1 + \sum_{0 \leq j < 5} \left( \beta^{11 \cdot 2^j} c_{11 \ 2j}(x) + \beta^{18 \cdot 2^j} c_{11 \ 2j+1}(x) \right).
\]

Then \((g(x), \beta)\) is a defining pair of \( s \). \( \blacksquare \)

5 Concluding remarks

In this paper, for the binary characteristic sequences (of period \( p \)) of all the cyclic difference sets \( D \) which are some union of cosets of \( \epsilon \)-th powers in \( F_p^* \) for \( \epsilon \leq 12 \), including the Hall’s sextic residue sequences for \( p \equiv 3 \ (\text{mod} \ 8) \), their defining pairs, and then representation and linear complexities are determined based on the evaluation of the \( \epsilon \)-tuples \( c_{\epsilon}(\beta) \). In particular, linear complexities of all \( \epsilon \)-th residue sequences are determined whenever \( d = \gcd(\epsilon, (p-1)/n) = 1 \), where \( n \) is the order of 2 \( \text{mod} \ p \).

How to evaluate the \( \epsilon \)-tuple \( (c_{\epsilon}(\beta), \cdots, c_{\epsilon+n-1}(\beta)) \) for some \( \epsilon \) and \( \beta \) whenever a prime \( p = \epsilon f + 1 \) is given seems to be an interesting problem. Theory provided in this paper has given some way to do it, as we do for all the characteristic sequences of the \( \epsilon \)-th residue cyclic difference sets for \( \epsilon \leq 12 \) including the Legendre sequences and the Hall’s sextic residue sequences, and many others. However, how to develop the theory for the general \( \epsilon \) with \( p = \epsilon f + 1 \) is worth of studying further.

**Open Problem:** Which one among the two values \( \rho \) and \( \rho + 1 \) the element \( \theta \) in Theorem 7 or in Theorem 8 takes has not been determined yet, and we do not know whether both values will be taken when \( p \) changes; and the same problem for the tuple \((c_0, c_1, \cdots, c_7)\) in Theorem 9.
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